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“You cannot fully grasp mathematics until you understand 
its historical context.” – Alex Stepanov
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“By generic programming we mean the definition of 
algorithms and data structures at an abstract or 

generic level, thereby accomplishing many related 
programming tasks simultaneously. The central notion 
is that of generic algorithms, which are parameterized 
procedural schemata that are completely independent 
of the underlying data representation and are derived 

from concrete, efficient algorithms.”
5
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1976 Parallel Computation and Associative Property
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A binary operation  ∙  on a set S is called associative if it satisfies the associative law:

(x ∙ y) ∙ z = x ∙ (y ∙ z) for all x, y, z in S .
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1976 Parallel Computation and Associative Property

Parallel reduction is associated with monoids
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Software is associated with Algebraic Structures
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197 7 A C M  T u r i n g  A w a r d  L e c t u r e  

The 1977 ACM Turing Award was presented to John Backus 
at the A C M  Annual  Conference in Seattle, October 17. In intro- 
ducing the recipient, Jean E. Sammet, Chairman of the Awards 
Committee, made the following comments and read a portion of 
the final citation. The full announcement  is in the September 
1977 issue of Communications, page 681. 

"Probably there is nobody in the room who has not heard of 
For t ran  and most of you have probably used it at least once, or at 
least looked over the shoulder of someone who was writing a For. 
t ran program. There are probably almost as many people who 
have heard the letters BNF but don' t  necessarily know what they 
stand for. Well, the B is for Backus, and the other letters are 
explained in the formal  citation. These two contributions, in my 
opinion, are among the half dozen most important  technical 
contributions to the computer field and both were made by John 
Backus (which in the For t ran case also involved some col- 
leagues). It is for these contributions that he is receiving this 
year's Turing award. 

The short form of his citation is for 'profound, influential, 
and lasting contributions to the design of practical high-level 
programming systems, notably through his work on Fortran,  and 
for seminal publication of formal  procedures for the specifica- 
tions of programming languages.' 

The most significant part  of the full citation is as follows: 
' . . .  Backus headed a small IBM group in New York City 

during the early 1950s. The earliest product of this group's 
efforts was a high-level language for scientific and technical corn- 

putations called Fortran.  This same group designed the first 
system to translate For t ran  programs into machine language. 
They employed novel optimizing techniques to generate fast 
machine-language programs. Many other compilers for the lan- 
guage were developed, first on IBM machines, and later on virtu- 
ally every make of computer. For t ran  was adopted as a U.S. 
national standard in 1966. 

During the latter part  of the 1950s, Backus served on the 
international committees which developed Algol 58 and a later 
version, Algol 60. The language Algol, and its derivative com- 
pilers, received broad acceptance in Europe as a means for de- 
veloping programs and as a formal  means of publishing the 
algorithms on which the programs are based. 

In 1959, Backus presented a paper at the UNESCO confer- 
ence in Paris on the syntax and semantics of a proposed inter- 
national algebraic language. In this paper, he was the first to 
employ a formal  technique for specifying the syntax of program- 
ming languages. The formal  notation became known as B N F -  
standing for "Backus Normal  Form,"  or "Backus Naur  Form"  to 
recognize the further contributions by Peter Naur  of Denmark.  

Thus, Backus has contributed strongly both to the pragmatic 
world of problem-solving on computers and to the theoretical 
world existing at the interface between artificial languages and 
computational linguistics. For t ran remains one of the most 
widely used programming languages in the world. Almost  all 
programming languages are now described with some type of 
formal  syntactic definition.' " 

Can Programming Be Liberated from the von 
Neumann Style? A Functional Style and Its 
Algebra of Programs 
John Backus 
IBM Research Laboratory, San Jose 

General permission to make fair use in teaching or research of all 
or part of this material is granted to individual readers and to nonprofit 
libraries acting for them provided that ACM's copyright notice is given 
and that reference is made to the publication, to its date of issue, and 
to the fact that reprinting privileges were granted by permission of the 
Association for Computing Machinery. To otherwise reprint a figure, 
table, other substantial excerpt, or the entire work requires specific 
permission as does republication, or systematic or multiple reproduc- 
tion. 

Author's address: 91 Saint Germain Ave., San Francisco, CA 
94114. 
© 1978 ACM 0001-0782/78/0800-0613 $00.75 

613 

Conventional programming languages are growing 
ever more enormous, but not stronger. Inherent defects 
at the most  basic level cause them to be both fat and 
weak: their primitive word-at-a-time style of  program- 
ming inherited from their common ancestor- - the  von 
Neumann computer, their close coupling of  semantics to 
state transitions, their division of  programming into a 
world of expressions and a world of  statements,  their 
inability to effectively use powerful combining forms for 
building new programs from existing ones, and their lack 
of  useful mathematical properties for reasoning about 
programs. 

An alternative functional style of  programming is 
founded on the use of combining forms for creating 
programs. Functional programs deal with structured 
data, are often nonrepetitive and nonrecursive, are hier- 
archically constructed, do not name their arguments, and 
do not require the complex machinery of  procedure 
declarations to become generally applicable. Combining 
forms can use high level programs to build still higher 
level ones in a style not possible in conventional lan- 
guages. 

Communications August 1978 
of Volume 2 i 
the ACM Number 8 
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1979 ACM Turing Award Lecture 
Delivered at ACM '79, Detroit, Oct. 29, 1979 

The 1979 ACM Turing Award was presented to Kenneth E. Iverson by 
Walter Carlson, Chairman of the Awards Committee, at the ACM Annual 
Conference in Detroit, Michigan, October 29, 1979. 

In making its selection, the General Technical Achievement Award Com- 
mittee cited Iverson for his pioneering effort in programming languages and 
mathematical notation resulting in what the computing field now knows as 
APL. Iverson's contributions to the implementation of interactive systems, 
to the educational uses of APL, and to programming language theory and 
practice were also noted. 

Born and raised in Canada, Iverson received his doctorate in 1954 from 
Harvard University. There he served as Assistant Professor of Applied 
Mathematics from 1955-1960. He then joined International Business Ma- 
chines, Corp. and in 1970 was named an IBM Fellow in honor of his 
contribution to the development of APL. 

Dr. Iverson is presently with I.P. Sharp Associates in Toronto. He has 
published numerous articles on programming languages and has written 
four books about programming and mathematics: A Programming Language 
(1962), Elementary Functions (1966), Algebra: An Algorithmic Treatment 
(1972), and Elementary Analysis (1976). 

Notation as a Tool of  Thought 
K e n n e t h  E. Ive r son  
I B M  T h o m a s  J. W a t s o n  R e s e a r c h  Cen t e r  

Key Words and Phrases: APL, mathematical 
notation 

CR Category: 4.2 

Permission to copy without fee all or part of this material is 
granted provided that the copies are not made or distributed for direct 
commercial advantage, the ACM copyright notice and the title of the 
publication and its date appear, and notice is given that copying is by 
permission of the Association for Computing Machinery. To copy 
otherwise, or to republish, requires a fee and/or  specific permission. 

Author's present address: K.E. Iverson, I.P Sharp Associates, 145 
King Street West, Toronto, Ontario, Canada M5HIJ8. 
© 1980 ACM 0001-0782/80/0800-0444 $00.75. 

444 

The importance of nomenclature, notation, and 
language as tools of thought has long been recog- 
nized. In chemistry and in botany, for example, 
the establishment of systems of nomenclature by 
Lavoisier and Linnaeus did much to stimulate and 
to channel later investigation. Concerning lan- 
guage, George Boole in his Laws off Thought  
[ 1, p.2"43 asserted "Tha t  language is an instru- 
ment of human reason,, and not merely a medium 
for the expression of thought, is a t ruth  generally 
admitted." 

Mathematical  notation provides perhaps the 
best-known and best-developed example of lan- 
guage used consciously as a tool of thought. Recog- 
nition of the important role of notation in mathe- 
matics is clear from the quotations from mathema- 
ticians given in Cajori ' s A His tory  of  Mathemat -  
ical Nota t ions  [2, pp.332,3313. They are well 
worth reading in full, but the following excerpts 
suggest the tone: 

By relieving the brain of all unnecessary work, 
a good notation sets it free to concentrate on 
more advanced problems, and in effect increases 
the mental power of the race. 

A.N. Whitehead 

Communications August 1980 
of Volume 23 
the ACM Number 8 
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- All grid coordinates are integers. 
- All grid lines are infinitely thin. 

These concepts are important! …they mean that all elements 
represented on the coordinate plane are mathematically pure. 
Mathematical calculations using integer arithmetic will produce 
intuitively correct results. If you keep in mind that the grid lines 
are infinitely thin, you’ll never have “endpoint paranoia” — the 
confusion that results from not knowing whether that last dot is 
included in the line.
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        .INCLUDE GRAFTYPES.TEXT1
;-----------------------------------------------------------2
;3
;4
;     ****   *****   ***   ***   ***   *   *   ***5
;     *   *  *      *   *   *   *   *  *   *  *   *6
;     *   *  *      *       *   *   *  **  *  *7
;     ****   ***    *  **   *   *   *  * * *   ***8
;     * *    *      *   *   *   *   *  *  **      *9
;     *  *   *      *   *   *   *   *  *   *  *   *10
;     *   *  *****   ***   ***   ***   *   *   ***11
;12
;13
;14
;  QuickDraw Routines to operate on Regions.15
;16

17
        .PROC StdRgn,218
        .REF  CheckPic,PutPicVerb,DPutPicByte,PutPicRgn19
        .REF  PutRgn,FrRgn,PushVerb,DrawRgn20
;---------------------------------------------------------------21
;22
;  PROCEDURE StdRgn(verb: GrafVerb; rgn: RgnHandle);23
;24
;  A6 OFFSETS OF PARAMS AFTER LINK:25
;26
PARAMSIZE       .EQU    627
VERB            .EQU    PARAMSIZE+8-2           ;GRAFVERB28
RGN             .EQU    VERB-4                  ;LONG, RGNHANDLE29

30
        LINK    A6,#0                           ;NO LOCALS31
        MOVEM.L D6-D7/A2-A4,-(SP)               ;SAVE REGS32
        MOVE.B  VERB(A6),D7                     ;GET VERB33
        JSR     CHECKPIC                        ;SET UP A4,A3 AND CHECK PICSAVE34
        BLE.S   NOTPIC                          ;BRANCH IF NOT PICSAVE35

36
        MOVE.B  D7,-(SP)                        ;PUSH VERB37
        JSR     PutPicVerb                      ;PUT ADDIONAL PARAMS TO THEPIC38
        MOVE    #$80,D0                         ;PUT RGNNOUN IN HI NIBBLE39
        ADD     D7,D0                           ;PUT VERB IN LO NIBBLE40
        JSR     DPutPicByte                     ;PUT OPCODE TO THEPIC41
        MOVE.L  RGN(A6),-(SP)                   ;PUSH RGNHANDLE42
        JSR     PutPicRgn                       ;PUT REGION TO THEPIC43

44
NOTPIC  MOVE.L  RGN(A6),-(SP)                   ;PUSH RGNHANDLE45
        JSR     PushVerb                        ;PUSH MODE AND PATTERN46
        TST.B   D7                              ;IS VERB FRAME ?47
        BNE.S   NOTFR                           ;NO, CONTINUE48
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Gather

37

p

l

f template <typename I, // I models BidirectionalIterator 
          typename S> // S models UnaryPredicate 
auto gather(I f, I l, I p, S s) -> pair<I, I> 
{ 
    return { stable_partition(f, p, not1(s)), 
             stable_partition(p, l, s) }; 
}
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For a sequence of n elements there are n + 1 positions
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1993

Alex resumes work on Generic Programming 

Andrew Koenig suggests writing a standard library proposal
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By Jon Bentley 

programming 
pearts 

WRITING CORRECT PROGRAMS 
In the late 1960s people were talking about the promise of 
programs that verify the correctness of other programs. Unfor- 
tunately, it is now the middle of the 1980s, and, with precious 
few exceptions, there is still little more than talk about auto- 
mated verification systems. Despite unrealized expectations, 
however, the research on program verification has given us 
something far more valuable than a black box that gobbles 
programs and flashes "good" or "bad"--we now have a funda- 
mental understanding of computer programming. 

The purpose of this column is to show how that fundamen- 
tal understanding can help programmers write correct pro- 
grams. But before we get to the subject itself, we must keep it 
in perspective. Coding skill is just one small part of writing 
correct programs. The majority of the task is the subject of the 
three previous columns: problem definition, algorithm design, 
and data structure selection. If you perform those tasks well, 
then writing correct code is usually easy. 

The Challenge of Binary Search 
Even with the best of designs, every now and then a program- 
mer has to write subtle code. This column is about one prob- 
lem that requires particularly careful code: binary search. 
After defining the problem and sketching an algorithm to 
solve it, we'll use principles of program verification in several 
stages as we develop the program. 

The problem is to determine whether the sorted array 
X[1. .  N] contains the element T. Precisely, we know that N 
> 0 and that X[1] < X[2] < . . -  < X[N]. The types of T and 
the elements of X are the same; the pseudocode should work 
equally well for integers, reals or strings. The answer is stored 
in the integer P (for position); when P is zero T is not in 
X[1 ..  N], otherwise 1 < P _< N and T = X[P]. 

Binary search solves the problem by keeping track of a 
range within the array in which T must be if it is anywhere 
in the array. Initially, the range is the entire array. The range 
is diminished by comparing its middle element to T and 
discarding half the range. This process continues until T is 
discovered in the array or until the range in which it must lie 
is known to be empty. The process makes roughly logs N 
comparisons. 

Most programmers think that with the above description in 
hand, writing the code is easy; they're wrong. The only way 
you'll believe this is by putting down this column right now, 
and writing the code yourself. Try it. 
Permission to copy without fee all or part of this material is granted 
provided that the copies are not made or distributed for direct 
commercial advantage, the ACM copyright notice and the title of the 
publication and its date appear, and notice is given that copying is by 
permission of the Association for Computing Machinery. To copy 
otherwise, or to republish, requires a fee and/or specific permission. 
© 1983 ACM 0001-0782/83/1200-1040 75¢ 

I've given this problem as an in-class assignment in courses 
at Bell Labs and IBM. The professional programmers had one 
hour (sometimes more) to convert the above description into a 
program in the language of their choice; a high-level pseudo- 
code was fine. At the end of the specified time, almost all the 
programmers reported that they had correct code for the task. 
We would then take 30 minutes to examine their code, 
which the programmers did with test cases. In many different 
classes and with over a hundred programmers, the results 
varied little: 90 percent of the programmers found bugs in 
their code (and I wasn't always convinced of the correctness 
of the code in which no bugs were found). 

I found this amazing: only about 10 percent of professional 
programmers were able to get this small program right. But 
they aren't the only ones to find this task difficult. In the 
history in Section 6.2.1 of his Sorting and Searching, Knuth 
points out that while the first binary search was published in 
1946, the first published binary search without bugs did not 
appear until 1962. 

Writing The Program 
The key idea of binary search is that we always know that if 
T is anywhere in X[1. .  N], then it must be in a certain range 
of X. We'll use the shorthand MustBe(range) to mean that if T 
is anywhere in the array, then it must be in range. With this 
notation, it's easy to convert the above description of binary 
search into a program sketch. 

initialize range to designate X[ I..N] 
loop 

{ invariant: MustBe(range) 1 
if range is empty, 

return that T is nowhere in the 
array 

compute M, the middle of the range 
use M as a probe to shrink the range 

if T is found during the 
shrinking process, return its 
position 

endloop 

The crucial part of this program is the loop invariant, which 
is enclosed in {}'s. This is an assertion about the program state 
that is invariantly true at the beginning and end of each 
iteration of the loop (hence its name); it formalizes the intui- 
tive notion we had above. 

We'll now refine the program, making sure that all our 
actions respect the invariant. The first issue we must face is 
the representation of range: we'll use two indices L and U (for 
"lower" and "upper") to represent the range L . .  U. (There are 
other possible representations for a range, such as its begin- 

1040 Communications of the ACM December 1983 Volume 26 Number 12 
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“I’ve assigned this problem [binary search] in courses at Bell 
Labs and IBM. Professional programmers had a couple of 

hours to convert the description into a programming 
language of their choice; a high-level pseudo code was 

fine… Ninety percent of the programmers found bugs in 
their programs (and I wasn’t always convinced of the 

correctness of the code in which no bugs were found).” 
– Jon Bentley, Programming Pearls
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“I want to hire the other ten percent.” 
– Mark Hamburg , Photoshop Lead
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“I want to hire the other ten percent.” 
– Mark Hamburg , Photoshop Lead
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Jon Bentley’s Solution (translated to C++)

int binary_search(int x[], int n, int v) {
    int l = 0;
    int u = n - 1;

    while (true) {
        if (l > u) return -1; 

        int m = (l + u) / 2; 

        if (x[m] < v) l = m + 1;
        else if (x[m] == v) return m;
        else /* (x[m] > v) */ u = m - 1;
    }
}
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STL implementation

template <class I, // I models ForwardIterator
          class T> // T is value_type(I)
I lower_bound(I f, I l, const T& v) {
    while (f != l) {
        auto m = next(f, distance(f, l) / 2); 

        if (*m < v) f = next(m);
        else l = m;
    }
    return f;
}

48
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Exception-Safety in Generic Components
Lessons Learned from Specifying Exception-Safety

for the C++ Standard Library

David Abrahams

Dragon Systems
David Abrahams@dragonsys.com

Abstract. This paper represents the knowledge accumulated in response
to a real-world need: that the C++ Standard Template Library exhibit
useful and well-defined interactions with exceptions, the error-handling
mechanism built-in to the core C++ language. It explores the meaning of
exception-safety, reveals surprising myths about exceptions and generic-
ity, describes valuable tools for reasoning about program correctness, and
outlines an automated testing procedure for verifying exception-safety.

Keywords: exception-safety, exceptions, STL, C++

1 What Is Exception-Safety?

Informally, exception-safety in a component means that it exhibits reasonable
behavior when an exception is thrown during its execution. For most people,
the term “reasonable” includes all the usual expectations for error-handling:
that resources should not be leaked, and that the program should remain in a
well-defined state so that execution can continue. For most components, it also
includes the expectation that when an error is encountered, it is reported to the
caller.

More formally, we can describe a component as minimally exception-safe
if, when exceptions are thrown from within that component, its invariants are
intact. Later on we’ll see that at least three different levels of exception-safety
can be usefully distinguished. These distinctions can help us to describe and
reason about the behavior of large systems.

In a generic component, we usually have an additional expectation of excep-
tion-neutrality, which means that exceptions thrown by a component’s type pa-
rameters should be propagated, unchanged, to the component’s caller.

2 Myths and Superstitions

Exception-safety seems straightforward so far: it doesn’t constitute anything
more than we’d expect from code using more traditional error-handling tech-
niques. It might be worthwhile, however, to examine the term from a psycholog-
ical viewpoint. Nobody ever spoke of “error-safety” before C++ had exceptions.

M. Jazayeri, R. Loos, D. Musser (Eds.): Generic Programming ’98, LNCS 1766, pp. 69–79, 2000.
c© Springer-Verlag Berlin Heidelberg 2000
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Abstract. Generic programming depends on the
decomposition of programs into components which may be
developed separately and combined arbitrarily, subject only
to well-defined interfaces.  Among the interfaces of interest,
indeed the most pervasively and unconsciously used, are
the fundamental operators common to all C++ built-in types,
as extended to user-defined types, e.g. copy constructors,
assignment, and equality. We investigate the relations which
must hold among these operators to preserve consistency
with their semantics for the built-in types and with the
expectations of programmers.  We can produce an
axiomatization of these operators which yields the required
consistency with built-in types, matches the intuitive
expectations of programmers, and also reflects our
underlying mathematical expectations.

Copyright  Springer-Verlag.  Appears in Lecture Notes in Computer Science
(LNCS) volume 1766.  See http://www.springer.de/comp/lncs/index.html .
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“We call the set of axioms satisfied by a data 
type and a set of operations on it a concept.” 

53



© 2018 Adobe.  All Rights Reserved.

“We call the set of axioms satisfied by a data 
type and a set of operations on it a concept.” 

54



© 2018 Adobe.  All Rights Reserved.

“Since we wish to extend semantics as well as syntax from built-
in types to user types, we introduce the idea of a regular type, 

which matches the built-in type semantics, thereby making our 
user-defined types behave like built-in types as well.”
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in types to user types, we introduce the idea of a regular type, 

which matches the built-in type semantics, thereby making our 
user-defined types behave like built-in types as well.”
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NOTES ON THE FOUNDATIONS OF PROGRAMMING

ALEX STEPANOV AND MAT MARCUS

Disclaimer: Please do not redistribute. Instead, requests for a current draft should go
to Mat Marcus. These notes are a work in progress and do not constitute a book. In
particular, most of the current effort is directed towards writing up new material. As a
consequence little time remains for structuring, refinement, or clean up, so please be pa-
tient. Nevertheless, suggestions, comments and corrections are welcomed. Please reply to
mmarcus@adobe.com and stepanov@adobe.com.
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template <typename I, typename P>
    requires(Mutable(I) && ForwardIterator(I) &&
        UnaryPredicate(P) && ValueType(I) == Domain(P))
I partition_semistable(I f, I l, P p) {
    // Precondition: mutable_bounded_range(f, l)
    I i = find_if(f, l, p);
    if (i == l) return i;
    I j = successor(i);
    while (true) {
        j = find_if_not(j, l, p);
        if (j == l) return i;
        swap_step(i, j);
    }
}
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template_decl   = "template" "<" (parameter_list) ">" [constraint]. 
constraint          = "requires" "(" expression “)".
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Abstract

Generic programming has emerged as an important technique for
the development of highly reusable and efficient software libraries.
In C++, generic programming is enabled by the flexibility of tem-
plates, the C++ type parametrization mechanism. However, the
power of templates comes with a price: generic (template) libraries
can be more difficult to use and develop than non-template libraries
and their misuse results in notoriously confusing error messages.
As currently defined in C++98, templates are unconstrained, and
type-checking of templates is performed late in the compilation
process, i.e., after the use of a template has been combined with its
definition. To improve the support for generic programming in C++,
we introduce concepts to express the syntactic and semantic behav-
ior of types and to constrain the type parameters in a C++ template.
Using concepts, type-checking of template definitions is separated
from their uses, thereby making templates easier to use and eas-
ier to compile. These improvements are achieved without limiting
the flexibility of templates or decreasing their performance—in fact
their expressive power is increased. This paper describes the lan-
guage extensions supporting concepts, their use in the expression
of the C++ Standard Template Library, and their implementation in
the ConceptGCC compiler. Concepts are candidates for inclusion
in the upcoming revision of the ISO C++ standard, C++0x.

Categories and Subject Descriptors D.3.3 [Programming Lan-
guages]: Language Constructs and Features—Abstract data types;
D.3.3 [Programming Languages]: Language Constructs and Features—
Polymorphism; D.2.13 [Software Engineering]: Reusable Software—
Reusable libraries

General Terms Design, Languages

Keywords Generic programming, constrained generics, paramet-
ric polymorphism, C++ templates, C++0x, concepts

1. Introduction

The C++ language [25, 62] supports parametrized types and func-
tions in the form of templates. Templates provide a unique com-
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bination of features that have allowed them to be used for many
different programming paradigms, including Generic Program-
ming [3,44], Generative Programming [11], and Template Metapro-
gramming [1, 66]. Much of the flexibility of C++ templates comes
from their unconstrained nature: a template can perform any op-
eration on its template parameters, including compile-time type
computations, allowing the emulation of the basic features required
for diverse programming paradigms. Another essential part of tem-
plates is their ability to provide abstraction without performance
degradation: templates provide sufficient information to a com-
piler’s optimizers (especially the inliner) to generate code that is
optimal in both time and space.

Consequently, templates have become the preferred implemen-
tation style for a vast array of reusable, efficient C++ libraries [2,6,
14,20,32,54,55,65], many of which are built upon the Generic Pro-
gramming methodology exemplified by the C++ Standard Template
Library (STL) [42,60]. Aided by the discovery of numerous ad hoc
template techniques [28,46,56,66,67], C++ libraries are becoming
more powerful, more flexible, and more expressive.

However, these improvements come at the cost of implemen-
tation complexity [61, 63]: authors of C++ libraries typically rely
on a grab-bag of template tricks, many of which are complex and
poorly documented. Where library interfaces are rigorously sepa-
rated from library implementation, the complexity of implementa-
tion of a library is not a problem for its users. However, templates
rely on the absence of modular (separate) type-checking for flexi-
bility and performance. Therefore, the complexities of library im-
plementation leak through to library users. This problem manifests
itself most visibly in spectacularly poor error messages for simple
mistakes. Consider:

list<int> lst;
sort(lst.begin(), lst.end());

Attempting to compile this code with a recent version of the GNU
C++ compiler [17] produces more than two kilobytes of output,
containing six different error messages. Worse, the errors reported
provide line numbers and file names that point to the implementa-
tion of the STL sort() function and its helper functions. The only
clue provided to users that this error was triggered by their own
code (rather than by a bug in the STL implementation) is the fol-
lowing innocuous line of output:

sort_list.cpp:8: instantiated from here

The actual error, in this case, is that the STL sort() requires a
pair of Random Access Iterators, i.e., iterators that can move any
number of steps forward or backward in constant time. The STL
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However, these improvements come at the cost of implemen-
tation complexity [61, 63]: authors of C++ libraries typically rely
on a grab-bag of template tricks, many of which are complex and
poorly documented. Where library interfaces are rigorously sepa-
rated from library implementation, the complexity of implementa-
tion of a library is not a problem for its users. However, templates
rely on the absence of modular (separate) type-checking for flexi-
bility and performance. Therefore, the complexities of library im-
plementation leak through to library users. This problem manifests
itself most visibly in spectacularly poor error messages for simple
mistakes. Consider:
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tions in the form of templates. Templates provide a unique com-
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bination of features that have allowed them to be used for many
different programming paradigms, including Generic Program-
ming [3,44], Generative Programming [11], and Template Metapro-
gramming [1, 66]. Much of the flexibility of C++ templates comes
from their unconstrained nature: a template can perform any op-
eration on its template parameters, including compile-time type
computations, allowing the emulation of the basic features required
for diverse programming paradigms. Another essential part of tem-
plates is their ability to provide abstraction without performance
degradation: templates provide sufficient information to a com-
piler’s optimizers (especially the inliner) to generate code that is
optimal in both time and space.

Consequently, templates have become the preferred implemen-
tation style for a vast array of reusable, efficient C++ libraries [2,6,
14,20,32,54,55,65], many of which are built upon the Generic Pro-
gramming methodology exemplified by the C++ Standard Template
Library (STL) [42,60]. Aided by the discovery of numerous ad hoc
template techniques [28,46,56,66,67], C++ libraries are becoming
more powerful, more flexible, and more expressive.

However, these improvements come at the cost of implemen-
tation complexity [61, 63]: authors of C++ libraries typically rely
on a grab-bag of template tricks, many of which are complex and
poorly documented. Where library interfaces are rigorously sepa-
rated from library implementation, the complexity of implementa-
tion of a library is not a problem for its users. However, templates
rely on the absence of modular (separate) type-checking for flexi-
bility and performance. Therefore, the complexities of library im-
plementation leak through to library users. This problem manifests
itself most visibly in spectacularly poor error messages for simple
mistakes. Consider:

list<int> lst;
sort(lst.begin(), lst.end());

Attempting to compile this code with a recent version of the GNU
C++ compiler [17] produces more than two kilobytes of output,
containing six different error messages. Worse, the errors reported
provide line numbers and file names that point to the implementa-
tion of the STL sort() function and its helper functions. The only
clue provided to users that this error was triggered by their own
code (rather than by a bug in the STL implementation) is the fol-
lowing innocuous line of output:

sort_list.cpp:8: instantiated from here

The actual error, in this case, is that the STL sort() requires a
pair of Random Access Iterators, i.e., iterators that can move any
number of steps forward or backward in constant time. The STL
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© ISO/IEC N4713

17 Templates [temp]

1 A template defines a family of classes, functions, or variables, an alias for a family of types, or a concept.
template-declaration:

template-head declaration
template-head concept-definition

template-head:
template < template-parameter-list > requires-clauseopt

template-parameter-list:
template-parameter
template-parameter-list , template-parameter

requires-clause:
requires constraint-logical-or-expression

constraint-logical-or-expression:
constraint-logical-and-expression
constraint-logical-or-expression || constraint-logical-and-expression

constraint-logical-and-expression:
primary-expression
constraint-logical-and-expression && primary-expression

concept-definition:
concept concept-name = constraint-expression ;

concept-name:
identifier

[ Note: The > token following the template-parameter-list of a template-declaration may be the product of
replacing a >> token by two consecutive > tokens (17.2). — end note ]

2 The declaration in a template-declaration (if any) shall
—(2.1) declare or define a function, a class, or a variable, or
—(2.2) define a member function, a member class, a member enumeration, or a static data member of a class

template or of a class nested within a class template, or
—(2.3) define a member template of a class or class template, or
—(2.4) be a deduction-guide, or
—(2.5) be an alias-declaration.

3 A template-declaration is a declaration. A template-declaration is also a definition if its template-head is
followed by either a concept-definition or a declaration that defines a function, a class, a variable, or a static
data member. A declaration introduced by a template declaration of a variable is a variable template. A
variable template at class scope is a static data member template.
[ Example:

template<class T>
constexpr T pi = T(3.1415926535897932385L);

template<class T>
T circular_area(T r) {

return pi<T> * r * r;
}

struct matrix_constants {
template<class T>

using pauli = hermitian_matrix<T, 2>;
template<class T>

constexpr pauli<T> sigma1 = { { 0, 1 }, { 1, 0 } };
template<class T>

constexpr pauli<T> sigma2 = { { 0, -1i }, { 1i, 0 } };

Templates 306
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“Generic programming is about 
abstracting and classifying algorithms 

and data structures.
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It gets its inspiration from Knuth 
and not from type theory.
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Its goal is the incremental construction of 
systematic catalogs of useful, efficient and 
abstract algorithms and data structures.
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Such an undertaking is still a dream.” 
– Alex Stepanov
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